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Features: Title, 
Description, Transcript, 

Audio, Video frames

Residual Vector 
Quantization Module

Video 1

YouTube video

Embedding
Same Semantic ID prefix for 
videos with similar content 

Video 2

8 5 4 2

8 5 4 1

Represent Corpus: Atomic IDs Hierarchical Semantic IDs 

Better Generalization with Semantic IDs. (RecSys 2024)



Generating Item Semantic IDs with RQ-VAE

● Train a Residual Quantization VAE 
(RQ-VAE) with  video content 
embeddings.

● The resultant Semantic IDs  for item 
content embeddings.

Better Generalization with Semantic IDs. (RecSys 2024)
RecSys with Generative Retrieval (NeurIPS 23)



Semantic IDs in YouTube LEMs

Significant impact in YouTube Production Large Embedding 
Models (LEMs) for improving generalization

Better Generalization with Semantic IDs. (RecSys 2024)





Results on public benchmark: Amazon Dataset







High-level Recipe: LLM x RecSys

1. Tokenize content 

Capture the essence of your content into an atomic token 
Rich representation → embedding → quantization 
Outcome: a new “language” for your domain

2. Adapt LLM: english <> domain language 

Adapt foundation model to reason across english & new tokens
Outcome: a “bilingual” LLM across natural language & tokens

3. Prompt with user info

Construct prompts with user information, activity, actions
Train surface/task-specific models
Outcome: Generative recommendations with LLM



Tokenization: Semantic ID v2

● Fuse multimodal embeddings in 
the input.

● Incorporating engagement 
signals in SID training.

● Multi-resolution codebooks to 
reduce the search space during 
GenRetrieval decoding.

● Progressive masking for 
improving hierarchy







Continued Pre-training (CPT) leads to better recall



Continued Pre-training (CPT) enables reasoning across Semantic IDs

[A185 … H201]  [T707 … W300]  [Y212 … K978] [J110 … R561]

Prompt:

Video A185 … H201 is interesting to Tennis fans since it is about Wimbledon.
Video T707 … W300 is interesting to F1 fans since it is about Spanish Grand Prix.
Video Y212 … K978 is interesting to Math fans since it is about Pi.
Video J110 … R561 is interesting to

Output:

Technology fans since it is about AI.



 User   

24 yr old, Female
US, Android 

Context video

Watch history

User: region US | 24 years female | device 
ANDROID | origin watch next| 

Context video: channel Olympics | 
title WHAT A COMEBACK! | Men’s 400m | 
#Paris2024 highlights | SemanticID_1

Watch history: 
SID_1 Taylor Swift 100% 260.00s 
SID_2 Kris Hui 40% 260.00s 
SID_3 NBC Sports 100% 320.00s 

PLUM prompt

Generative Retrieval: Prompt LRM with demographics, 
seed video, watch history



Scaling study with Gemini 1.5 small models

Strong Power-Law relationship b/w compute and Recall@K



PLUM Improves Recs Quality



PLUM is powerful, but is expensive to serve

Strengths

Learns quickly 
Training data efficient: less data needed 
to reach prod performance 

Handles toughest recs 
Complex recs tasks when we know least 
about users

Limitations

Expensive
Serving costs can be too large

Can we serve PLUM offline?



PLUM Offline for Efficient Serving

language {seed_lang} | duration 
{video_length} | age {video_age} | title 
{title} | channel {uploader} | {seed_sid}

Goal: build offline video → recommendations table 

seed video A [candidate A1, candidate A2, … , candidate A80]

seed video B [candidate B1, candidate B2, … , candidate B80]

seed video Z [candidate Z1, candidate Z2, … , candidate Z80]

SID

Unpersonalized prompt 

video corpus
O(B)

video corpus
O(10m)

video seeds

Selection (daily)
top 20M videos with most views in last 7d

Offline Video Recs Table

A CA1, CA2, CA3, …

B CB1, CB2, CB3, …

… …

Offline 
Inference

User watches 
video 

Seed video 
lookup

Recommendations 
served



Thank you!
Thoughts? Reach me at nikhilmehta.dce@gmail.com
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